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Abstract
The displacement of a celestial body’s rotational axis
with respect to its surface feature, or true polar wander
(TPW) is studied in this paper and a numerical method
is established which can deal with laterally heteroge-
neous models. This method is validated by comparing
the numerical results with the analytical results which
are developed based on normal mode theory. The re-
sults show good agreement. A further study of the
TPW on Mars with a model which contains varying
mantle viscosity is being conducted with the estab-
lished numerical method.

1. Introduction
Analytically, the dynamics of polar wander is gov-
erned by two equations. Firstly, Liouville equation
gives the general dynamics of a rotational body. When
no external torque is applied, it reads d

dt (I ·ω)+ω×I ·
ω = 0, where I is the inertia tensor and ω is the angu-
lar velocity vector. Both values are defined in a body
fixed coordinate system. The analytical approach re-
quires another equation which describes the moment
of inertia I . As the moment of inertia is perturbed by
a geophysical process,the mass within the body redis-
tributes and as the rotation axis changes, so the altered
centrifugal force also deforms the rotational body. The
total moment of Inertia attributable to such process is
given by [1]

Iij(t) = Iδij +
kT (t)a5

3G
∗ [ωi(t)ωj(t)− 1

3
ω2(t)]

+[δ(t) + kL(t)] ∗ Cij(t)
(1)

Where I is the moment of inertia of the homogeneous
spherical body, G is the gravitational constant. kT (t)
and kL(t) are the degree 2 tidal love number and load
love number respectively. Cij represents the change
in the moment of inertia without considering the dy-
namic deformation and it is this value that triggers the

polar wander. The second and third term in Equation 1
stands for the changes which derive from the perturbed
centrifugal force and from the mass redistribution in-
duced by the triggering load respectively.
The analytical approach contains two major restric-
tions: First, the love numbers kT (t) and kL(t) can
generally only be obtained for a homogeneous model.
Secondly certain assumptions which simplify Equa-
tion 1 in the frequency domain are required so that it
can be analytically solved together with the Liouville
equation. However, these assumptions may not be true
for other celestial bodies other than Earth. As a re-
sult, it is necessary to seek a numerical approach with
which a general laterally heterogeneous planet can be
studied.

2 Methodology

2.1 Numerical solutions of Liouville
equation

First, we show that with the information about change
in the moment of inertia, Liouville equation can be
solved numerically with iterations. For a small enough
time step, we assume that the change of moment of
inertia varies linearly and by linear theory, Liouville
equation leads to

m1(t) =
∆I13(t)
C −A +

C∆
.

I23 (t)
Ω(C −A)(C −B)

(2a)

m2(t) =
∆I23(t)
C −B +

C∆
.

I13 (t)
Ω(C −A)(C −B)

(2b)

with angular velocity defined as ω = Ω(m1,m2, 1 +
m3). In each step, the polar wander mi(t) is given
an initial estimate and then the correspondent change
of moment of inertia is computed from Equation 1.
This value is then fed into Equation 2 to obtain the
new mi(t) and the iteration continues until the result
converges. The comparison between this numerical
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method and the analytical one from [3] is shown in
Figure 1.
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Figure 1: The polar wander path of two Earth models
triggered by a point mass of 2× 1019kg placed at 45◦

colatitude in x-z plane. Lines shows the analytical(A)
results and symbols represents the numerical (N) ones.

2.2 Finite element approach for change
of moment of inertia

Next, we show that the change of moment of inertia
can be numerically calculated instead of using Equa-
tion 1. [2] provides a finite element(FE) solution
for calculating gravitationally self-consistent layered
model by coupling the gravity term into the rheology
equation through iterations. With information in the
radius deformation, the change of moment of inertia
for each layer can be calculated from

∆Iij,p '
∫

S

(ρi+1 − ρi)(rkrkδij − rirj)urdS (3)

where ρi are densities of different layers and ur is the
radius displacement. When polar wander history is
given and only the centrifugal force is considered for
the laterally homogeneous model, the comparison be-
tween the analytical and FE results for calculating the
change in moment of inertia is given in Figure 2.

For the theoretical non-zero components
I11, I22, I33, and I13. The numerical result shows
good correspondence with the analytical result.
Theoretically, I12 and I23 should be zero. The results
obtained from numerical methods have magnitudes
which are about 4th order lower than the other four.
These values represent the numerical errors which are
estimated be around 0.1 %.
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Figure 2: Change in moment of inertia for a two-layer
Earth model with rotation axis linearly drifting from
0◦ to 45◦ within x− z plane in 5 thousand years. The
model is initially an unloaded sphere.

3 Conclusion
The governing equations for the polar wander are
solved numerically and the change in the moment of
inertia which is analytically calculated by Equation 1
can be obtained directly from a finite element model.
Together, a numerical approach which can deal with
laterally heterogeneous planet model is developed.
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Abstract 
The crustal dichotomy [1] is the dominant geological 
feature on planet Mars. The exogenic approach to the 
origin of the crustal dichotomy [2-6] assumes that the 
northern lowlands correspond to a giant impact basin 
formed after primordial crust formation. However 
these simulations only consider the impact phase 
without studying the long-term repercussions of such 
a collision. 
The endogenic approach [7], suggesting a degree-1 
mantle upwelling underneath the southern highlands 
[8-11], relies on a high Rayleigh number and a 
particular viscosity profile to form a low degree 
convective pattern within the geological constraints 
for the dichotomy formation. Such vigorous 
convection, however, results in continuous magmatic 
resurfacing, destroying the initially dichotomous 
crustal structure in the long-term. 
A further option is a hybrid exogenic-endogenic 
approach [12-15], which proposes an impact-induced 
magma ocean and subsequent superplume in the 
southern hemisphere. However these models rely on 
simple scaling laws to impose the thermal effects of 
the collision. 
Here we present the first results of impact 
simulations performed with a SPH code [16,17] 
serially coupled with geodynamical computations 
performed using the code I3VIS [18] to improve the 
latter approach and test it against observations. We 
are exploring collisions varying the impactor 
velocities, impact angles and target body properties, 
and are gauging the sensitivity to the handoff from 
SPH to I3VIS. 
As expected, our first results indicate the formation 
of a transient hemispherical magma ocean in the 
impacted hemisphere, and the merging of the cores. 
We also find that impact angle and velocity have a 
strong effect on the post-impact temperature field [5] 
and on the timescale and nature of core merger. 
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Abstract
The martian surface exhibits a strong dichotomy in el-
evation, crustal thickness and magnetization between
the southern and northern hemispheres. A giant im-
pact has been proposed as an explanation for the for-
mation of the Northern Lowlands on Mars. Such an
impact probably led to strong and deep mantle heat-
ing which may have had implications on the magnetic
evolution of the planet. We model the effects of such
an impact on the martian magnetic field by imposing
an impact induced thermal heterogeneity, and the sub-
sequent heat flux heterogeneity, on the martian core-
mantle boundary (CMB). The CMB heat flux lateral
variations as well as the reduction in the mean CMB
heat flux are determined by the size and geographic
location of the impactor. A polar impactor leads to
a north-south hemispheric magnetic dichotomy that is
stronger than an east-west dichotomy created by an
equatorial impactor. The amplitude of the hemispheric
magnetic dichotomy is mostly controlled by the hor-
izontal Rayleigh number Rah which represents the
vigor of the convection driven by the lateral variations
of the CMB heat flux. We show that, for a given Rah,
an impact induced CMB heat flux heterogeneity is
more efficient than a synthetic degree-1 CMB heat flux
heterogeneity in generating strong hemispheric mag-
netic dichotomies. Large Rah values are needed to get
a dichotomy as strong as the observed one, favoring
a reversing paleo-dynamo for Mars. Our results im-
ply that an impactor radius of ∼ 1000 km could have
recorded the magnetic dichotomy observed in the mar-
tian crustal field only if very rapid post-impact magma
cooling took place.
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Abstract

We have developed numerical models to monitor the
thermo-chemical evolution of a cooling and crystalliz-
ing magma ocean from an initially fully molten man-
tle. For this purpose, we use a 1D spherical approach
accounting for turbulent convective heat transfer. Our
numerical model benchmarked with analytical solu-
tions solves the heat equation with extremely fine grid
spacing (down to the mm), which is a strong require-
ment for resolving properly thin thermal boundary lay-
ers. This model also integrates recent and strong ex-
perimental constraints from mineral physics.

1 Introduction

During its early evolution, geochemical evidences
suggest that the Earth’s mantle has experienced
several episodes of global melting leading to the for-
mation of the early continental crust [1] or facilitating
the core formation [2]. The late stages of planetary
formation probably involved several large to giant
impacts [3]. Although not yet clearly established, it
is likely that these giant impacts, such as the one that
probably formed the Earth-Moon system, could have
melted 30 to 100% of the Earth’s mantle depending on
the impactor/target mass ratio and on the pre-impact
thermal state of the target [4]. Hence, the likelihood
of episodic fully molten mantle is important.

The dynamics of such a thick magma ocean is very
turbulent because of the small viscosity of the fully
molten mantle material [5]. Studies of the magma
ocean cooling are often restricted to the first 1000-
2000 km. The aim of our study is to characterize
the cooling dynamics within a fully molten magma
ocean. We explore different initial magma ocean ther-
mal states as well as different initial core temperatures.
Our model integrates recent and strong experimental
constraints such as the melting curves (solidus and liq-
uidus) that have been determined up to core-mantle

boundary conditions [6]. Our model also benefits from
the recent advances in the determination of the equa-
tion of state of silicate liquids and of the thermal con-
ductivity of deep mantle material.

2 Numerical models
We model the secular cooling of a fully molten magma
ocean by convective transport of heat in a 1-D spher-
ically symmetric geometry. In vigorously convecting
systems such as magma oceans, the temperature
distribution is nearly adiabatic and isentropic [5].
Hence as the initial condition we assume an adiabatic
temperature profile with a surface temperature of
3000 K. The solidus and liquidus may play a major
role in the early thermal evolution of the magma
ocean. Recent laboratory experiments now constrain
the liquidus and solidus of chondritic material up to
pressures compatible with the core mantle boundary
conditions [6] (Fig.1).

Because of the low viscosity of the molten magma
ocean, Rayleigh numbers can reach values ranging
from 1020 to 1030 [5]. We model the thermal evolution
of a deep magma ocean using a spherically symmetric
one-dimensional single-phase flow model. We solve
the following equation of heat transfer:

ρCp
∂T

∂t
= ∇.(k∇T ) + ρH (1)

with ρ is the density, Cp is the mantle heat capacity,
T is the temperature, t is the time, k is the thermal
conductivity and H is the radiogenic heating.

Thermal energy is efficiently transferred by thermal
convection in the region where the temperature gradi-
ent is steeper than the adiabatic temperature gradient.
In Eq. 1, the thermal conductivity k is the sum of the
intrinsic thermal conductivity of the mantle material
kc and the effective thermal conductivity due to ther-
mal convection kv . We estimate the effective thermal
conductivity as follows [8]:
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kv = FconvL/∆T

Fconv = 0.089kc∆TRa1/3/L

Ra = αg(r)Cpρ
2∆TL3

kη

(2)

where L is the thickness of the magma ocean, Fconv
is the convective heat flux, ∆T is the temperature ex-
cess relative to the adiabatic temperature profile, Ra
is the Rayleigh number, α is the thermal expansion
coefficient of the magma ocean, g(r) is the gravity at
radius r and η is the local dynamic viscosity.

3 Results

Our preliminary results (Fig. 1) show that the temper-
ature rapidly decreases down to the liquidus tempera-
ture of the mantle and solidification occurs first from
the surface where the temperature is imposed to 273
K leading to the formation of a thin crust in the ther-
mal boundary layer [5]. Then, solidification occurs at
the bottom as the liquidus is steeper than the adiabatic
temperature profile. The solid fraction increases up to
a critical value separating the turbulent liquid regime
from the solid-state viscous regime [5,7]. As soon as
this critical value is reached (within ∼ 1000 yr) the
efficiency of mantle cooling becomes limited.

Figure 1: Preliminary calculations of the cooling of a
fully molten Earth, using a 1D model to solve the heat
equation at each depth.

4 Conclusion
We show that a deep magma ocean starts to cristallise
rapidly after its formation. Then, once the melt frac-
tion reaches a critical value, the cooling efficiency
becomes limited. This decrease in the cooling rate
can have important consequences for the deep ther-
mal state of the mantle, the chemical fractionation of
compatible/incompatible elements and, hence for the
formation of a dense basal magma ocean [9].
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Abstract 

Since its landing in August 2012 in Gale crater, the 

rover Curiosity of the Mars Science Laboratory 

(MSL) NASA mission has performed many 

measurements to characterize its surroundings 

according to its science objectives [1]. In this work, 

we analyse the first year of data recorded by the 

Rover Environmental Monitoring Station (REMS) 

instrumental suite [2], and specifically by its Ground 

Temperature Sensor (GTS) which measures the 

temperature of the surface [3]. The temperature of the 

Martian surface is a complex function of the surface 

specific thermophysical properties (thermal inertia 

and albedo) and of the heterogeneity of the surface 

(horizontal mixing, and/or vertical heterogeneity, 

both expected on Mars). Using an Energy Balance 

model, we perform an analysis of GTS first year of 

data. 

 

1. Introduction 

The temperature of the Martian surface is a 

complex function of the surface specific 

thermophysical properties (thermal inertia and albedo) 

and of the heterogeneity of the surface (horizontal 

mixing, and/or vertical heterogeneity, both expected 

on Mars). When comparing surface temperature 

measure-ments with energy balance model 

predictions, it is possible to estimate the 

thermophysical properties of a surface. This method 

has been used by [4, 5, 6, 7] to infer the thermal 

inertia of the Martian surface using “single point” 

orbital surface temperature measure-ments. In the 

case of in-situ Curiosity surface temperature 

measurements, GTS/REMS data is recorded on a 

1Hz sampling basis, for an average on-time of a few 

hours per sol. This unprecedented dataset thus allows 

for more refined thermophysical properties and 

regolith heterogeneity retrievals and can potentially 

reveal some processes which remain not accounted 

for in the energy balance models. This interest of 

GTS/REMS data has recently been emphazised by a 

couple of studies [8, 9], revealing that the 

GTS/REMS dataset effectively holds some 

information about processes influencing the 

temperature of Gale crater floor that remain to be 

understood.  

We have performed an independent study of 

GTS/REMS surface temperature first Martian year of 

data using a different LMD-derived energy balance 

code and fitting method that those of [8, 9].  The 

purpose of this work is to retrieve the thermophysical 

properties of the regolith along Curiosity traverse, 

and to study and discriminate the non-simulated 

thermal behavior caused by regolith heterogeneities 

and neglected processes in the energy balance code. 

 

2. Method 

We identified a few hundred “stops” where Curiosity 

was still and GTS/REMS was turned on for at least a 

few hours. We use an Energy Balance Code derived 

from the LMD GCM [10] that was used for thermal 

inertia retrievals from orbital surface temperature 

data [7]. For each stop, there is a unique combination 

of thermal inertia and albedo that best fits 

GTS/REMS data in the least square sense. Data-

resolution comparison between these best-fit surface 

temperature simulations and the actual data yield to a 

diurnal residual thermal behavior given the 

limitations of the surface temperature simulations 

(vertical and horizontal homogeneity) and the 

complexity of the real Martian regolith. Various 

processes un-accounted for in our model such as 

temperature-dependancy of the thermophysical 

properties [11] or the influence of the Curiosity 

nuclear power source are then added to the model, 

thus allowing an assessment of the different 

contributors to the observed thermal behavior. 

Comparison with orbital data will be presented. 

3. Results 

At first order, GTS/REMS data is well 

reproduced by the Energy Balance Code best fits. 
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Figure 1 shows an example where the residual ΔT is 

about 10 K throughout the sol over a total signal of 

~100 K. The residual ΔT are surprinsigly stable 

throughout the mission (sol-to-sol as well as stop-to-

stop), relatively independent of the location of the 

rover and of the thermophysical properties of its 

surroundings. 

Figure 2 shows the average diurnal ΔT for the data 

corresponding to the four seasons and it can be seen 

that the non-accounted for thermal behavior is very 

regular: nighttime temperature measurements are 

always cooler that expected regarding the low 

daytime temperatures. Similarly, the morning heating 

happens to be really fast and the afternoon cooling is 

unexpectedly slow.  

Deciphering the different contributors to this ΔT 

is ongoing, and first progress towards the integration 

and the impact of the temperature-dependency of 

thermal inertia are promising and will be presented 

and discussed at the conference. 

A few K of the figure 2 thermal behaviour can be 

explained by this process. Additionnal T-dependant 

effects will be discussed.  

We will also attempt to simulate the impact of the 

Curiosity nuclear power source by adding an energy 

input into the Energy Balance Model. Impact of 

mesoscale atmospheric processes (such as 

turbulences) will also be discussed. Our purpose is to 

estimate the impact of these different factors (T-

dependancy of thermal inertia, impact of nuclear 

power source, mesoscale effect…) onto the 

GTS/REMS data in order to be left with a smaller ΔT 

that would be caused by the regolith thermophysical 

heterogeneities.  
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Figure 2. Average residual ΔT (GTS minus best fit 

simulations) as a function of local time for the four 

seasons. Error bars represent the 3-sigma 

dispersion of the ΔT. 

Figure 1. Example of GTS/REMS surface 

temperature data and best fit simulation using an 

Energy balance code and the stated thermophysical 

properties. 
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Abstract
Convection in the liquid layers of planetary interiors is
usually driven by a combination of thermal and com-
positional sources of buoyancy. The low molecular
diffusivity of composition causes troubles in the de-
scription of this field on the Eulerian grids typically
employed in current codes of geodynamo because nu-
merical diffusion on these grids is potentially larger
than the real diffusivity. We developed a Lagrangian
description of composition based on a method of trac-
ers. The absence of numerical diffusion inherent to
this method allows modeling of thermo-chemical con-
vection with infinite Lewis number. The validation of
this new tool on benchmark cases will be presented at
EPSC as well as its first applications to the ocean of
Ganymede with consistently coupled boundary condi-
tions for temperature and composition.

1. Introduction
The liquid part of planetary cores is assumed to be
composed of a mixture of iron and nickel, plus a small
fraction of light elements, probably sulphur, oxygen
or silicon [7]. Convection in these layers is usually
driven by the combination of two sources of buoy-
ancy: a thermal source directly related to the planet’s
secular cooling, the release of latent heat and the heat
generated by radioactive decay, and a compositional
source due to some process of cristallisation, for ex-
ample the growth of a solid inner core which releases
light elements into the liquid outer core. The molec-
ular diffusivity of composition is at least 3 orders of
magnitude lower than that of temperature [1], which
can produce differences in the dynamics inherent to
thermal and compositional convection, respectively.

The classical approach that has been proposed by
Braginsky and Roberts [1] and widely adopted since
consists in combining both sources of buoyancy into a
single component named codensity, under the assump-
tion that the action of turbulence simply enhances the

diffusivities of both fields to a same turbulent value.
Codensity is a very convenient approach but it re-
mains limited and simplistic. Firstly, it does not al-
low for a correct description of the distinct and cou-
pled boundary conditions for temperature and compo-
sition. Secondly, due to the complexities of core tur-
bulence which is probably anisotropic ([1],[6]), coden-
sity turns out to be only a rough approximation and its
use may be particularly problematic inside stratified
layers ([6],[5]), in which it is likely that turbulence
will be much less efficient if not absent, causing the
mixing of properties being rather performed by molec-
ular diffusion [1]. For a more rigorous description,
one should therefore solve distinct transport equations
for temperature and composition using two different
diffusivities. This “double diffusivity” scenario has
already been studied ([6],[2],[8]) but only through a
limited exploration of the parameters space, the ratio
of the thermal and chemical diffusivities, called the
Lewis number Le = κT /κC , being kept below a value
of 10 in these studies. The reason for this limitation
is purely technical and closely related to the fact that
describing physical variables on a Eulerian grid gen-
erates numerical diffusion, this latter being potentially
larger than the actual molecular diffusivities and there-
fore hiding appropriate transport phenomena with low
diffusivities. In this work, we developed a Lagrangian
description of composition based on the introduction
of tracers in a Eulerian grid. Such a method theoreti-
cally guarantees the absence of numerical diffusion.

2. Principle of the method
A Lagrangian method is used to solve the transport
equation for composition C, in which u is the velocity
and PrC the compositional Prandtl number:

∂C

∂t
+ u · ∇C =

1
PrC

∇2C (1)

A large number of particles (tracers) are initially dis-
persed through the Eulerian grid. Each tracer contains
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its coordinates and the value of composition at its posi-
tion. At each time step, the tracers are advected by the
flow via a 4th-order Runge Kutta scheme by interpo-
lating the velocity from grid nodes to their positions.
This interpolation is quadratic in the direction along
which there are strong variations of the velocity gradi-
ent and linear in the other directions. In the vicinity of
poles, tracers are advected in cartesian coordinates to
avoid deformation due to the spherical geometry. Af-
ter advection, the composition field is updated on each
grid node by perfoming trilinear interpolation with the
surrounding tracers. For the diffusive part, a sub-
grid scale diffusion operation is performed similarly
to Gerya and Yuen, 2003 [4]. This method was imple-
mented in the code PARODY (E. Dormy, J. Aubert) and
parallelised using MPI and OpenMP, permitting to run
simulations within reasonable time. Several advection
tests were performed to check that this method does
not produce numerical diffusion and will be shown at
EPSC (fig. 1).
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Figure 1: Profile of a gaussian equatorial patch before
and after 40 turns of solid rotation around the equator.
The shape has not changed confirming the absence of
numerical diffusion during advection.

3. Benchmarking
In order to validate this method, we ran simulations
on the benchmark case 1 proposed by Christensen et
al., 2001 [3]. In this test, tracers are used to solve
the transport equation for temperature. Note that since
the gain with tracers resides mainly in the ability to
treat low-diffusive fields, not in some improvement of
the code’s precision, we only need the results to be in
correct agreement with the benchmark’s standard solu-
tion. Preliminary results are given in table 1 and show
sufficient agreement even at low resolution. Runs at
higher resolution will be shown at EPSC as well as re-
sults on the thermo-chemical benchmark proposed by
Breuer et al., 2010 [2].

Table 1: Preliminary benchmark case 1 results at low
resolution (Nr = 90, Nθ = 66, lmax = 44), with
(Parodytra) and without tracers (Parody). See [3] for
the terms definitions.

Standard Parody Parodytra

Ekin 30.733 30.964 30.271
Emag 626.41 629.27 623.70
T 0.37338 0.3730 0.3729
uφ -7.6250 -7.3465 -7.2855
Bθ -4.9289 -4.9934 -4.9499
ω -3.1017 -3.1200 -2.9960

4. Applications
Our present focus is to implement thermodynamically
consistently coupled boundary conditions for temper-
ature and composition. In a first step, we intend to
apply this new tool to non-magnetic thermo-chemical
convection in the ocean of Ganymede. The results ob-
tained will be presented at EPSC.
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Geophysical Limitations on the Habitable Zone 

L. Noack and T. Van Hoolst 
Royal Observatory of Belgium, Belgium (lena.noack@oma.be)  

Abstract 
Planets are typically classified as potentially life-
bearing planets (i.e. habitable planets) if they are 
rocky planets and if a liquid (e.g. water) could exist 
at the surface. The latter depends on several factors, 
like for example the amount of available solar energy, 
greenhouse effects in the atmosphere and an efficient 
CO2-cycle. However, the definition of the habitable 
zone should be updated to include possible geophy-
sical constraints, that could potentially influence the 
CO2-cycle. Planets like Mars without plate tectonics 
and no or only limited volcanic events can only be 
considered to be habitable at the inner boundary of 
the habitable zone, since the greenhouse effect 
needed to ensure liquid surface water farther away 
from the sun is strongly reduced. We investigate how 
these geophysical processes depend on the mass and 
interior structure of terrestrial planets. We find that 
plate tectonics, if it occurs, always leads to sufficient 
volcanic outgassing and therefore greenhouse effect 
needed for the outer boundary of the habitable zone 
(several tens of bar CO2). One-plate planets, however, 
may suffer strong volcanic limitations if their mass 
and/or iron content exceeds a critical value, reducing 
their possible surface habitability. 

1. Introduction 
The well-known circumstellar habitable zone (HZ) 
gives the distance to a star where liquid water may 
exist for a terrestrial planet. It assumes a fixed Earth-
like CO2-cycle including the life-enhanced carbon-
silicate cycle, active volcanism and plate tectonics, 
which are needed to regulate the atmosphere via the 
amount of outgassed greenhouse gases or subducted 
carbonates. The concept of the HZ, however, 
neglects the possible planetary diversity that we can 
already see in the Solar System. The Earth is only 
one out of three planets in the HZ - with Mars and 
Venus at the boundaries. Both those planets lack 
plate tectonics, a global magnetic field and (at least 
in the case of Mars) active volcanism. The planet 
mass as well as the interior structure can set 
constraints on the occurrence of plate tectonics and 
outgassing, and therefore affect the habitable zone. 

2. Geophysical modeling 
In order to understand how the interior of a planet 
may influence its potential surface habitability, we 
apply two numerical convection codes – CHIC [1] 
and GAIA [2]. We investigate how the mass and 
interior structure of terrestrial planets may influence 
the outgassing efficiency as well as the likelihood to 
form long-term plate tectonics.  

We use an interior structure model (included in 
CHIC) to obtain profiles for the depth-dependent 
pressure and gravity acceleration. The density, the 
thermal expansion coefficient and the heat capacity at 
local conditions are obtained from equations of states 
of the relevant materials [1]. For the simulation of 
plate tectonics, a 2D convection code is used to 
investigate local stresses. Plastic deformation occurs 
if these stresses exceed the local, material-dependent 
yield stress. For the volcanic outgassing, we model 
the formation of partial melt in the mantle both with 
a 1D parameterized model (CHIC) as well as with 2D 
convection simulations (both codes).  

3. Results 
3.1 Plate tectonics depending on interior 

Plate tectonics has an important influence on partial 
melting and thus volcanism since the melting 
temperature depends on the pressure. Upwelling of 
hot mantle material to the surface (e.g., at mid-ocean 
ridges) leads to large amount of melting and 
outgassing [3]. 

First, we investigate the possible initiation of plate 
tectonics for Earth-sized planets of different masses 
and thus compositions. We find that plate tectonics is 
less likely to occur for planets with a small core or a 
very large, Mercury-like core [3]. In the intermediate 
regime (with cores slightly larger than Earth’s core), 
a long-wavelength convection structure occurs, that 
leads to larger stresses at the bottom of the 
lithosphere and enhanced plastic deformation. 
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Besides the core size, the mass of the planet also 
plays a crucial role for initiation of plate tectonics. 
For small bodies as Mars, our simulations suggest 
that long-term plate tectonics is unlikely without 
large tidal heating effects or unrealistic high amounts 
of radioactive heating, even though very short term 
lithosphere mobilization in the beginning of the 
thermal evolution cannot entirely be ruled out. Large 
super-Earths on the other hand may experience the 
opposite problem: too strong convection or too high 
radioactive heating can favor stagnant lid convection 
over plate tectonics, whereas cooler super-Earths 
may form an almost stagnant lower mantle due to the 
effect pressure has on the viscosity [4].  

3.4 Outgassing depending on interior 

For stagnant lid planets, outgassing is strongly 
limited if the pressure in the upper-most part of the 
mantle is large enough such that the melting 
temperatures are above the adiabatic mantle 
temperature. These large pressures can occur for 
either large iron cores (since iron is denser than 
silicates, influencing the surface gravity and thus 
pressure [3]), or for high planet masses, as shown in 
Figure 1 (using the 2D convection code GAIA). Note 
that if plate tectonics occurs, hot mantle material can 
reach the surface, leading to pressure-release melting. 

  
Figure 1: Temperature field and melt depletion after 

4.5 Gyr for an Earth-like interior structure but 
different planet masses (neglecting possible plate 
tectonics) or mass and interior structure (right). 

We use a 1D parameterized model (CHIC, [1]) to 
investigate how melting depends on both planet mass 
and interior structure, see Figure 2. We observe that 
the depletion of the mantle and thus the outgassing 
efficiency is strongly reduced for increasing planet 
mass (with zero outgassing from a critical mass and 
critical interior structure on). Depletion is also 
strongly reduced for increasing iron content and thus 
core sizes. 

 
Figure 2: Average mantle depletion depending mass 

and iron content (i.e. iron core size). 

Note, that the critical mass and iron content, from 
which on no depletion can be observed anymore, 
depends strongly on the initial mantle temperature. 
The amount of radioactive heat sources as well as a 
possible heat source enrichment in the (possibly 
primordial) crust could also influence the observed 
critical values. 

4. Summary and Conclusions 
The existence of a dense-enough CO2 atmosphere 
allowing for the carbon-silicate cycle and release of 
carbon at the outer boundary of the habitable zone 
may be strongly limited for planets: 1) without plate 
tectonics, 2) with a large planet mass, and/or 3) a 
high iron content. 
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core convection and dynamo action
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Abstract
Within the fluid iron cores of terrestrial planets, con-
vection and hence the generation of global magnetic
fields are controlled by the overlying rocky mantle.
The thermal structure of the lower mantle determines
how much heat is allowed to escape the core. Hot
lower mantle features, like the thermal footprint of
a giant impact or hot mantle plumes will reduce lo-
cally the heat flux through the core mantle boundary
(CMB) and thereby weaken core convection and affect
the magnetic field generation process. In this study, we
numerically investigate how parametrised hot spots at
the CMB with arbitrary size, amplitude and position
affect core convection and hence the dynamo. The ef-
fect of the heat flux anomaly is quantified by changes
in global flow symmetry properties, such as the emer-
gence of equatorial antisymmetric and axisymmetric
(EAA) zonal flows. For pure hydrodynamic models
the EAA symmetry scales almost linearly with its re-
spective amplitude and size, whereas self-consistent
dynamo simulations typically either suppress or dras-
tically enhance EAA depending mainly on the length
scale of the heat flux anomaly. Our results suggest,
that the horizontal extent of the anomaly should be on
the order of the outer core radius to significantly affect
flow and field symmetries. As an implication to Mars,
the study concludes that an ancient core field modified
by a CMB heat flux anomaly is not able to heteroge-
neously magnetise the crust to the present-day level of
north-south asymmetry.

1. Introduction
The three terrestrial planets, Earth, Mercury and Mars
harbour or once harboured a dynamo process in the
liquid part of the iron-rich core. Vigorous core convec-
tion shaped by rapid planetary rotation is responsible
for the generation of global magnetic fields. In terres-
trial planets the amount of heat escaping the core is set
by the thermal structure of the overlying mantle con-

vection. As the vigorous core convection assures effi-
cient mixing and hence a virtually homogeneous tem-
perature at the core side of the CMB Tcore, the flux
through the CMB is entirely controlled by the lower
mantle temperature Tlm, hence

qcmb = k
Tlm − Tcore

δcmb
, (1)

where δcmb is the vertical thickness of the thermal
boundary layer on the mantle side and k the ther-
mal conductivity. Hot mantle features like convective
upwellings, thermal ’footprints’ of giant impacts or
chemical heterogeneities locally reduce the heat flux
rate through the CMB. E.g. for the planet Mars, low
degree mantle convection or giant impacts might have
significantly affected the core convection and the mor-
phology of the induced magnetic field. The strong
(south-)hemispherical preference of the crustal mag-
netisation can for example be explained by an ancient
dynamo which operated more efficiently in the south-
ern hemisphere [1]. Indeed, turned out that dynamo
models obeying magnetic fields, which show a geo-
metrically corresponding intensity distribution (hemi-
spherical fields) are typically oscillatory and hence can
not explain the thick and unidirectional magnetisation
on Mars [2].

However these numerical models relied on a rather
simplistic of the variation of the CMB heat flux as a
single, large scale spherical harmonic (Y10) was used.
We therefore test the robustness of pessimistic models
of the ancient Martian core with using a complex heat
flux anomaly of variable width, amplitude and posi-
tion.

2. Results
The main effect of the large-scale thermal anomaly is
to introduce a global asymmetry on the mean temper-
ature by reducing the heat flux in the northern and in-
creasing it in the south. Mean flows seeking the equi-
librate this temperature asymmetry are diverted into

EPSC Abstracts
Vol. 10, EPSC2015-681, 2015
European Planetary Science Congress 2015
c© Author(s) 2015

EPSC
European Planetary Science Congress



azimuthal directions by the dominating thermal wind:

∂uφ
∂z

=
RaE

2Pr
1

rcmb

∂T

∂θ
, (2)

where the colder (southern) hemisphere obeys much
stronger convection and hence magnetic field induc-
tion (see figure 1).

Our results suggest that the fundamental tempera-
ture asymmetry developes independent of the anomaly
width and position, a surprising result. Further we
can show, that in hydrodynamic simulations without a
magnetic field the relative strength of EAA-symmetric
flows scales almost linearly with its respective ampli-
tude and width, whereas in dynamo simulations the
magnetic field either suppresses antisymmetric flows
when weaker amomalies are applied or drastically en-
hances them for the stronger anomalies. We clearly
identify and quantify the action of the magnetic field
on the asymmetry of flow and temperature. Further
we show that also smaller and weaker anomalies do
not yield a hemispherical magnetic field what is both,
stable in time and hemispherical enough.

3. Summary and Conclusions
Our numerical investigation of a planetary dynamo
model subject to heterogeneous CMB heat flux, in-
dicates three main conclusions. It turned out, that
the fundamental temperature asymmetry driving equa-
torial antisymmetric and axisymmetric flows (EAA)
emerges independent of the width, amplitude and po-
sition of the CMB hot spot. However, including the
action of the induced magnetic field, we state that the
horizontal extent of a CMB heat flux anomaly needs to
exceed the radius of the core to affect core convection
and magnetic field induction significantly. Finally as
an implication to Mars, we conclude the hemispheri-
cal distribution of the present-day crust can not exclu-
sively explained by an ancient core dynamo inducing
a hemispherical magnetic field [3].
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Figure 1: Mean flow and field properties for a case of
homogeneous outer boundary heat flux (top part) and
when a Y10- heat flux anomaly is added (lower part).
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2D dynamic model of convection dynamics in a complex ice mantle. 
Effect of solid/solid phase transition on the chemical exchanges and the habitability of ocean planets. 
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Abstract 

We model the possible material transport through 
high-pressure ice layers in water-rich planets. The 
model focusses on the influence of phase transitions 
on the convective patterns, where we apply physical 
properties of high pressure ice. We investigate if (or 
under which circumstances) the transport path 
through the ice may be blocked by phase-transition-
induced multi-layer convection in the high-pressure 
ice layer. 

1. Introduction 
H2O is one of the most abundant molecules in our 
galaxy and is present in a large variety of planetary 
environments [1,2]. In the last few years an 
increasing number of exoplanet discoveries 
suggested the existence of a new kind of planetary 
bodies very rich in H2O that explain the low density 
of some relatively small planets [3]. 

They may contain a large H2O-based icy mantle, up 
to thousands of kilometers thick, possibly overlaid by 
a liquid ocean. With such thermodynamic conditions 
the solid mantle would be dominated by dense high 
pressure ice polymorph, stable beyond the gigapascal 
(i.e. ice VI, ice VII or ice X) [2,4,5]. This thick ice 
mantle may represent a physical barrier for chemical 
exchange between the rocky core and the uppermost 
ocean. This is why the ocean of such planets are 
regarded as bad candidates for hosting habitable 
environment that would require inputs of nutrients.  

Recent experimental results have suggested that a 
very different scenario might occur as some chemical 
species (e.g. NaCl, LiCl, RbI, CH3OH) are soluble up 
to several mol% inside high pressure ice [6,7,8]. This 
would permit to bring nutrients to the ocean through 
solid-state convection [3,8]. A major limitation for 
such scenario is possible phase transitions inside the 
ice mantle that would imply viscosity, thermal 
physical properties and chemical solubility contrasts. 
This could alter convective currents and limit the 

possibility of upwarding solute flux and therefore the 
potential habitability of the uppermost ocean. 

In the present work we study the influence of the 
presence of a phase transition on the convective 
patterns in a convective layer. 

2. Modeling 
We apply a Fortran convection codes (CHIC [9]) to 
investigate the convective behavior in a high-
pressure ice layer including phase transitions. The 
density, the thermal expansion coefficient and the 
heat capacity at local conditions are obtained from 
equations of states of the relevant materials [9].  

In our first simulations, we simulate a 200km deep 
high-pressure ice layer, where we apply a surface 
pressure of 1 GPa and a surface temperature of 280 K, 
leading to high-pressure ice phases VI and VII. The 
initial temperature profile is either constant or 
adiabatic. At the bottom, a temperature jump of 30 K 
acts as a heating source from below.  

The density is determined self-consistently with local 
pressure and temperature after [10], heat capacity and 
thermal expansivity of ice phases VI and VII are 
taken from [10,11].  
For our preliminary investigations, we apply a 
Newtonian viscosity law and ice VI rheology for the 
entire investigated high-pressure ice layer. Note that 
we use an increased reference viscosity (by a factor 
of 100) and neglect a possible pressure influence. 
The parameters for the rheology and for the phase 
transitions are listed in Table 1. The phase density 
jump is determined locally from the density profiles. 
 

Table 1: Rheology and phase transition parameters 

Parameter Ice VI/VII 
Activation energy [kJ/mol] 136 
Reference viscosity [Pas] 1·1014 
Reference temperature [K] 330 
Phase transition pressure [GPa] 2.14 
Phase transition temperature [K] 300 
Clapeyron slope [MPa/K] 1.25 
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3. Results 
Figure 1 shows the temperature field for a constant 
initial temperature profile in the ice layer. A two-
layer convection pattern evolves, which strongly 
reduces material transport between the two layers. 
 

  
 

  
Figure 1: Temperature field at 1, 3, 6 and 13 Myr 

For an initial adiabatic temperature profile, results 
are similar. With time, the ice VII layer heats up, as 
material transport through the phase boundary is 
again reduced due to the large density jump, see Fig. 
2. At the start of the simulation, we put black and red 
tracers at the top and bottom of the investigated 
domain, to see if material exchange between the two 
high-pressure ice layers is possible. 

  
 

  
 

 
Figure 2: Temperature field including material 

tracers 0.05, 0.4, 1.3 and 11 Myr 

In the lower half of the domain, strong convection 
leads to a homogeneous mixing in the ice VII layer. 
In the ice VI layer, convection acts on a longer time 
scale due to the colder temperatures, dominated by 
two downwellings, that are stopped at the ice VI-VII 
phase boundary. After 11 Myr, a small number of red 
particles can be found in the lithosphere of the ice 
VII layer, but no black tracers are in the ice VI layer. 

4. Summary and Conclusions 
Our first results show that the temperature profile, 
especially a possible temperature contrast at the 
bottom due to heating from the mantle below, has a 

major influence on the evolving convection pattern. 
More investigations including self-consistent thermo-
dynamic profiles and inclusion of chemical species as 
well as melting processes will add to the picture. 
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Abstract 
The earliest compositional differentiation of the 
terrestrial planets, the formation of their outgassed 
atmospheres, and the existence of condensed water 
oceans over their solid mantles, are conditioned by 
magma ocean (MO) formation and solidification. 
Recent studies have suggested that depending on the 
planet initial water content and its orbital distance to 
the sun, two types of conditions, with (I) or without 
(II) water ocean, can prevail at the end of the MO 
phase. We use a coupled interior-atmosphere model 
of MO thermal evolution to go further and study 
systematically the influence of the planet initial CO2 
content on the resulting surface conditions 
(temperature, volatiles, condensed water) at the end 
of the MO phase. The position of the boundary 
between the two regimes is shown to depend also on 
the initial CO2 content. 

1. Introduction 
Conditions at the end of the magma ocean stage are 
important to constrain the subsequent evolution of a 
planet. Indeed, the resulting interior compositional 
structure constrains the geodynamical regime of a 
rocky planet and the resulting surface conditions 
determine the possibility of water condensation. 
Those conditions are therefore essential to determine 
the habitability of a planet and its temporal evolution.  

Hamano & al. [1] demonstrated that the initial H2O 
content of magma oceans has a significant influence 
on planetary evolution, leading to two different types 
of planetary surface condition as a function of the 
orbital distance from the sun. Here we decided to test 
specifically the influence of the initial CO2 
concentration on the surface condition at the end of 
the magma ocean phase. 

 

2. Method 
We used a 1-D parameterized convection model of a 
magma ocean coupled with a 1-D radiative-
convective model of the atmosphere (Lebrun et al, 
2013 [1]). The entire mantle of the planet is assumed 
to have melted, following collision with a giant 
impactor. The resulting MO is convecting at very 
high Rayleigh number and crystallizes from the 
bottom up. The magma viscosity depends on both 
temperature and crystal content. A rheological 
transition with a sharp increase in viscosity happens 
when the crystals volume fraction becomes greater 
than 60%. The end of the MO phase is defined as the 
time when this rheological front reaches the surface.  

The 1-D radiative-convective atmospheric model 
(Marcq, 2012, [3]) considers an H2O-CO2 
atmosphere which follows a vertical temperature 
profile similar to Kasting (1988) and Abe and Matsui 
(1988). Opacities in the thermal IR are computed 
using a k-correlated code (KSPECTRUM). The 
reflectance of the clouds of this non-gray model can 
be varied, as well as the orbital distance from the sun.  

The MO interior and the atmosphere are coupled 
through the balance of the atmospheric heat flux at 
the surface with the convective heat flux out of the 
mantle. Furthermore, the atmospheric model takes 
into account the exsolved volatiles from the magma 
ocean as the cooling progresses, and the mass 
fraction of dissolved volatiles in the MO is assumed 
to be in equilibrium with the atmospheric volatile 
content at each time step, due to vigorous convective 
movements in the liquid MO.  

 

3. Results 
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Figure 1 below shows, for a given initial H2O 
concentration (4,3.10-2Wt% ~ 2MEarthOcean), the 
thermal evolution of the magma ocean for a type I 
planet at 1 AU (red curves) and for a type II planet at 
0.63 AU (blue curves), without CO2. The differences 
between the two types of planets appear clearly: 
whereas the solidification time of the type I planet is 
less than 1 Myr, the type II planet isn’t cooled after 
ten Myr with a non-gray atmosphere. By varying the 
initial CO2 content, we’ve seen that those times are 
only affected by 30% at most. 
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Figure 1: Evolution of the surface (dashed lines) and potential 
temperatures for type I (blue curves, 1.00 AU) and type II planets 
(red curves, 0.63 AU), with an initial water mass of twice the 
current oceans mass on Earth. These cases without CO2 but a non-
gray atmosphere compare well with Hamano et al’s study. 
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Figure 2: Surface temperature at the end of the magma ocean as a 
function of the initial CO2 content for a solar distance of 1 AU, 
initial H2O content equivalent to 0.6 current Earth’s oceans, non-
gray atmosphere. 

Figure 2 shows the strong influence of the initial CO2 
content on the surface temperature obtained at the 
end of the magma ocean. It reveals the existence of 
two regimes, where the water condensation occurs or 
not and demonstrates that the initial CO2 content of a 
planet must be taken into account to understand the 
evolution of a planet and especially its surface 
conditions. Thanks to those results, we can constrain 
the initial CO2 content of a magma ocean for a given 
initial H2O content for a planet where water 
condensed or not. 

4. Conclusions 
Using a combined atmosphere-MO evolution model, 
we showed that the initial CO2 content significantly 
affects the surface conditions at the end of the 
magma ocean stage. For example, water 
condensation, depending on the surface temperature 
and pressure, can not occur above an initial CO2 
content of 4.10-2wt% for a distance of 1 AU from the 
Sun with an initial H2O content equivalent to 0.6 
current Earth’s oceans, in a non-gray atmosphere for 
an Earth-like planet. Thus, depending on the initial 
volatile content at the accretion time, it affects the 
habitability of a planet. However, this parameter 
doesn’t affect significantly the solidification time of 
magma oceans. The model will also allow us to 
constrain the initial parameters that induce 
condensation such as the distance from the star and 
the initial CO2 content for a given initial H2O content. 
This model should be also applicable for exoplanets. 
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